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ABSTRACT
Techniques for violent scene detection and affective impact prediction in videos can be deployed in many applications. In MediaEval 2015, we explore deep learning methods to tackle this challenging problem. Our system consists of several deep learning features. First, we train a Convolutional Neural Network (CNN) model with a subset of ImageNet classes selected particularly for violence detection. Second, we adopt a specially designed two-stream CNN framework [1] to extract features on both static frames and motion optical flows. Third, Long Short Term Memory (LSTM) models are applied on top of the two-stream CNN features, which can capture the longer-term temporal dynamics. In addition, several conventional motion and audio features are also extracted as complementary information to the deep learning features. By fusing all the advanced features, we achieve a mean average precision of 0.296 in the violence detection subtask, and an accuracy of 0.418 and 0.488 for arousal and valence respectively in the induced affect detection subtask.

1. SYSTEM DESCRIPTION

Figure 1 gives an overview of our system. In this short paper, we briefly describe each of the key components. For more information about the task definitions, interested readers may refer to [2].

1.1 Features

We extract several features, including both neural network based features and the conventional hand-crafted ones, as described in the following.

CNN-Violence: The effectiveness of CNN models has been verified on many visual recognition tasks like object recognition. We train an AlexNet [3] based model on video frames, which takes individual frames as network inputs followed by several convolutional layers, pooling layers and fully connected (FC) layers. Specially, a subset of ImageNet is used to tune the network. The outputs of the last three FC layers are used as the features.

LSTM: In order to further model the long-term dynamic information that is mostly discarded in the spatial and temporal stream CNNs, we utilize our recently developed LSTM model [5]. Different from a traditional Recurrent Neural Network (RNN) unit, the LSTM unit has a built-in memory cell. Several non-linear gates are used to govern the information flow into and out of the cell, which enables the model to explore long-range dynamics. Figure 2 shows the structure of the LSTM model. With a two-stream CNN model, video

Two-stream CNN: Recent works [1, 4] have also revealed the effectiveness of the CNN models for video classification. Video data could be naturally decomposed into two components, namely spatial and temporal respectively. Thus we adopt a two-stream (spatial stream and temporal stream) CNN model to extract features. Specially, for the spatial stream, a CNN model which was pre-trained on the ImageNet Challenge dataset (different from the 2614 classes used in CNN-Violence) is used. The outputs of the last three FC layers are used as the features. For the temporal stream, which aims to capture the motion information, a CNN model is trained to take stacked optical flows as input. The output of the last FC layer is used as features. For more details of our two-stream CNN model used in this evaluation, please refer to [4]. Note that the models are not fine-tuned using MediaEval data.
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frames or stacked optical flows could be transformed to a series of fixed-length vector representations. The LSTM model is used to model these temporal information. Due to time constraint of the evaluation, we directly adopt LSTM model trained with another video dataset (the UCF-101 dataset [6]) and use the average output from all the time-steps of the last LSTM layers as the feature (512-d).

Conventional features: Same as last year [7], we also extract the improved dense trajectories (IDT) features according to [8]. Four trajectories based features, including histograms of oriented gradients (HOG), histograms of optical flow (HOF), motion boundary histograms (MBH) and trajectory shape (TrajShape) descriptors are computed. The features are encoded using the Fisher vectors (FV) with a codebook of 256 codewords. The other two kinds of conventional features include Space-Time Interest Points (STIP) [9] and Mel-Frequency Cepstral Coefficients (MFCC). The STIP describes the texture and motion features around local interest points, which are encoded using the bag-of-words framework with 4000 codewords. The MFCC is a very popular audio feature. It is extracted from every 32ms time-window with 50% overlap. The bag-of-words is also adopted to quantize the MFCC descriptors, using 4000 codewords.

1.2 Classification

We use SVM as the classifier. Linear kernel is used for the four IDT features, and $\chi^2$ kernel is used for all the others. For feature fusion, kernel level fusion is adopted, which linearly combines kernels computed on different features.

Notice that direct classification with the CNN is feasible, which may lead to better results. However, tuning the models using MediaEval data requires additional computation.

2. SUBMITTED RUNS AND RESULTS

There are two subtasks in this year’s evaluation, namely violence detection and induced affect detection. Induced affect detection requires participants to predict two emotional impacts, arousal and valence, of a video clip.

We submit five runs for each subtask. For both subtasks, Run 1 uses the conventional features, Run 2 uses all the deep learning features, Run 3 combines Run 1 and the CNN-Violence feature, Run 4 further includes the two-stream CNN features, and, finally, Run 5 fuses all the features.

Figure 3: Performance of our 5 submitted runs on both affect and violence subtasks. For the affect subtask, accuracy is used as the official performance measure. For the violence subtask, MAP is used.

Figure 3 shows the results of all the submissions. The official performance measure is accuracy and MAP for the affect and violence subtasks respectively. We can see that the deep learning based features (Run 2) are significantly better than the conventional features (Run 1) for the violence subtask, and both are comparable for the affect subtask. This is possibly because the CNN-Violence feature is specially optimized for detecting violence. Comparing Run 3 with Run 1, it is obvious that the CNN-Violence feature could improve the result with a large margin for the violence subtask (from 0.165 to 0.27), but the gain is much less significant for the other subtask. In addition, the two-stream CNN also brings considerable improvement on both subtasks (Run 4). The LSTM models seem to be ineffective (Run 5 vs. Run 4). The reason is that the LSTM models were trained on the UCF-101 dataset, which is very different from the data used in MediaEval. We expect clear improvements from LSTM if the models can be re-trained. Also, the contributions from the CNN-based models could probably be even more significant if re-trained on MediaEval data. Overall, we conclude that deep learning features are very effective for this task and the room for improvements is huge with model re-training.
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