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ABSTRACT

In multi-task learning, using task grouping structure has been shown to be effective in preventing inappropriate knowledge transfer among unrelated tasks. However, the group structure often has to be predetermined using prior knowledge or heuristics, which has no theoretical guarantee and could lead to unsatisfactory learning performance. In this paper, we present a flexible multi-task learning framework to identify latent grouping structures under agnostic settings, where the prior of the latent subspace is unknown to the learner. In particular, we relax the latent subspace to be full rank, while imposing sparsity and orthogonality on the representation coefficients of target models. As a result, the target models still lie on a low dimensional subspace spanned by the selected basis tasks, and the structure of the latent task subspace is fully determined by the data. The final learning process is formulated as a joint optimization procedure over both the latent space and the target models. Besides providing proofs of theoretical guarantee on learning performance, we also conduct empirical evaluations on both synthetic and real data. Experimental results and comparisons with competing approaches corroborate the effectiveness of the proposed method.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Multi-task learning (MTL) aims to train prediction models for a series of tasks jointly and simultaneously. Through exploiting the commonality among multiple tasks, MTL has been shown to be more effective than independently training each single task. In an ideal scenario where all the tasks are related, the identified commonality can normally help improve the generalization performance significantly. However, in realistic applications, the hidden structures among multiple learning tasks can be very complicated. For instance, the learning tasks could consist of several disjoint or partially overlapped task groups as well as some outlier tasks. In the case that some unrelated tasks are mixed together, simply sharing commonality among all the tasks will certainly decrease the learning performance, and such a phenomenon is thus called negative transfer [1].

One way to avoid the negative transfer is to organize related tasks in clusters, namely task grouping [2], and knowledge transfer is performed only within each group. Briefly speaking, there exist two levels of task grouping. The first level groups the learning tasks in an explicit manner, where one often assumes that the prediction models of the tasks within the same group share certain commonalities, such as similar structures, parameters, or priors [3–7]. However, such an explicit task grouping strategy tends to be over rigorous, as it often results in disjoint sharing of commonality among all the tasks. On the contrary, the second level, implicit task grouping, was proposed as a valuable option since it can reveal the hidden relationships among the learning tasks [8–12]. For example, Kang et al. [11] proposed a subspace based regularization framework to identify disjoint task groups, where the tasks within each group are assumed to lie in a low-dimensional space. Realizing the limitation of the disjoint task grouping, Kumar and Daumé III [12] further proposed a subspace based task grouping strategy that allows tasks from different groups to overlap by having common basis tasks, namely Grouping and Overlap in MTL (GO-MTL). However, the determination of the number of hidden basis tasks remains unsolved in principle, and prior works often rely on heuristics or empirical validation, which holds no theoretical guarantee.

Motivated by Kumar and Daumé III [12], in this paper we propose a flexible MTL (FMTL) paradigm to identify the task grouping and overlap without imposing any specific structure assumptions, e.g., the number of latent basis tasks. Similar to [12], we assume that the model parameters \( \{ w_l \} \) of \( L \) learning tasks reside in a latent subspace spanned by a set of unknown basis tasks \( M = m_1, \ldots, m_k \), where \( m_k \in \mathbb{R}^d \) is the model parameter for the \( k \)-th basis task and \( d \) is the feature dimension. More specifically, we use a latent factor model to factorize the target model into the latent subspace and the corresponding representation as
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\( \mathbf{w}_t = \mathbf{M}s \). Instead of predetermining the size of latent basis tasks and constraining the subspace to be low rank [12], we use a full rank subspace and introduce two regularization terms to the corresponding representation matrix \( \mathbf{S} = \mathbf{s}_1, \ldots, \mathbf{s}_t, \ldots, \mathbf{s}_n \) of the learning tasks. The first regularization term enforces \( \mathbf{S} \) to be row sparse that encourages the related tasks to share a subset of basis tasks. The second column-orthogonality regularization term supplies as a complement of the row-sparsity term, which prohibits unrelated tasks to share basis tasks. Finally, we formulate the learning procedure as an optimization problem over two variables, i.e., the latent basis tasks \( \mathbf{M} \) and the target model \( \{ \mathbf{w}_t \}_{t=1}^n \). Since the optimization over the latent tasks can be solved analytically, the original problem can be reformed as a convex minimization problem over the transformed target model that can be efficiently solved using the accelerated proximal gradient method. We show that our proposed FMTL method holds theoretical guarantee of the performance bound. Extensive experiments are conducted to validate the effectiveness of our method in both regression and classification problems, and results demonstrate that our method outperforms several recent MTL methods.

The remainder of the paper is organized as follows. Section 2 gives a brief review of related works. Section 3 introduces our new formulation of FMTL with latent task grouping. In Section 4, we elaborate the optimization strategy with detailed analysis. We discuss theoretical performance bound in Section 3, and provide empirical studies and comparisons with representative MTL algorithms in Section 6. Finally, Section 7 concludes this paper.

2. Related work

Due to practical needs in many applications, significant efforts have been paid to the design of MTL algorithms. Model commonality has been regarded as one of the key ingredients for joint model training. Many works focused on exploiting structure commonality of multiple learning tasks, such as low rank subspace sharing [3,13] and feature set sharing [8,14-19]. In addition, parameter commonality aims to identify the shared parameters across different tasks. Depending on the form of the used models, the shared parameters can be the hidden units in neural networks [4], the priors in hierarchical Bayesian models [5,20-22], the parameters in Gaussian process covariance [23], the feature mapping matrices [24], graph induced structures [25,26] and even the similarity metrics [7,6]. However, these methods solely considering model commonality may suffer from unsatisfactory learning performance since they neglected the fact that some tasks may be unrelated, which is often true in real applications.

To avoid the adverse effect incurred by unrelated tasks, one effective solution is to organize the tasks into groups, namely task grouping where the commonality is mainly shared within each group. Thrun and O’Sullivan [2] proposed to mutually measure the relatedness of tasks and select sharing information, which is regarded as one of the pioneer works for task grouping. Jacob et al. [9] developed a similar idea by imposing a cluster norm penalty and formulating the learning procedure as a convex optimization problem. Kang et al. [11] presented a disjoint task grouping method, where they assumed that the commonality sharing only occurs within each task group. By imposing a sparse inducing penalty, Kumar and Daumé III [12] further proposed to group the tasks in a low dimensional subspace using the latent factor model, where the tasks from different groups can partially share a subset of basis tasks. However, the number of latent basis tasks has to be determined by empirical validation or heuristics. Realizing the importance of inferring the “right” number of latent tasks, Passos et al. [27] and Gupta et al. [28] employed nonparametric Bayesian methods to infer the number of latent tasks. However, these Bayesian inference based methods have no guarantee of convergence rate and could suffer from a local optimum.

Finally, identifying outlier tasks has also been investigated in some recent works, where one assumes that the major task groups are peppered with some irrelevant outlier tasks. Hence, extracting those outlier tasks can help further alleviate the impact from the negative transfer. A decomposition scheme was utilized to partition the model into a group task component and an outlier task component [29-32].

3. Formulation

Assuming that we are given \( L \) tasks associated with training data \( \{ (\mathbf{X}_1, \mathbf{y}_1), \ldots, (\mathbf{X}_L, \mathbf{y}_L) \} \), where \( \mathbf{X}_t \in \mathbb{R}^{d \times n_l} \) and \( \mathbf{y}_t \in \mathbb{R}^{n_l} \) are the input and output of \( n_l \) training instances for the \( t \)-th task. For a typical linear regression or classification problem, the prediction function for the \( t \)-th task is usually expressed by \( f(\mathbf{X}_t, \mathbf{w}_t) = \mathbf{X}_t^\top \mathbf{w}_t \), where \( \mathbf{w}_t \) is the parameter vector of the target model. We stack all the parameter vectors of the \( L \) tasks to obtain a target parameter matrix \( \mathbf{W} = [\mathbf{w}_1, \ldots, \mathbf{w}_L] \in \mathbb{R}^{d \times L} \).

Following Kumar and Daumé III [12], we use a latent model to factorize the target matrix into two matrices as:

\[
\mathbf{W} = \mathbf{M} \mathbf{s},
\]

where each column of \( \mathbf{M} \) represents a latent task, and each column of \( \mathbf{s} = \mathbf{s}_1, \ldots, \mathbf{s}_n \) is the representation of each target model using the latent tasks: \( \mathbf{w}_t = \mathbf{M} \mathbf{s}_t \). In the latent factor model proposed by [12], the latent task subspace is set to be low rank, i.e., \( \mathbf{M} \in \mathbb{R}^{d \times k} \) with \( k < \min(d,L) \). Hence, the rank of \( \mathbf{W} \) is less than or equal to \( k \), which reflects the hidden grouping structure of the tasks. However, as mentioned earlier, the rank of \( \mathbf{M} \), i.e., the number of basis tasks has to be predetermined empirically based on prior information or heuristics, which has no theoretical guarantee.

As the objective is to obtain a low rank parameter matrix \( \mathbf{W} \) to reveal the grouping structure of the learning tasks, we enforce the representation matrix \( \mathbf{S} \) to exhibit the low rank structure, while relaxing the latent subspace \( \mathbf{M} \) to be a full rank matrix, i.e., \( \mathbf{M} \in \mathbb{R}^{d \times d} \). In particular, we impose two structure regularization terms of the representation matrix \( \mathbf{S} \). The first is an \( \ell_2 \)-norm regularization term, which introduces row-sparsity on \( \mathbf{S} \) matrix that encourages related tasks to share a subset of basis tasks. The second term is \( \text{column-orthogonality} \) that prevents unrelated tasks from sharing common basis. Formally, we formulate our FMTL objective as:

\[
\min_{\mathbf{S}} \sum_{t=1}^L \mathcal{L}(f(\mathbf{X}_t^\top \mathbf{M} \mathbf{s}_t), \mathbf{y}_t) + \alpha \| \mathbf{S} \|_{2,1} + \beta \| \mathbf{S} \|_F^2,
\]

subject to: \( \mathbf{M}^\top \mathbf{M} = \mathbf{I}_{d \times d} \).

The first component \( \mathcal{L}(f(\mathbf{X}_t^\top \mathbf{M} \mathbf{s}_t)) \) is a preselected loss function on the training set. For regression and classification problems, the squared loss and logistic loss are typically used, respectively:

\[
\mathcal{L}(f(\mathbf{X}_t^\top \mathbf{M} \mathbf{s}_t), \mathbf{y}_t) = \left( \mathbf{X}_t^\top \mathbf{M} \mathbf{s}_t - \mathbf{y}_t \right)^2;
\]

\[
\mathcal{L}(f(\mathbf{X}_t^\top \mathbf{M} \mathbf{s}_t), \mathbf{y}_t) = \log (1 + \exp(-\mathbf{y}_t \mathbf{X}_t^\top \mathbf{M} \mathbf{s}_t)).
\]

The second and third components represent the two types of structure regularization terms on the representation matrix of the target model in the latent subspace, where the coefficients \( \alpha \) and \( \beta \) weigh the contribution from each term. The constraint \( \mathbf{M}^\top \mathbf{M} = \mathbf{I}_{d \times d} \) is used to ensure that the latent basis tasks \( \mathbf{M} \) are orthogonal and form a subspace in \( \mathbb{R}^d \).

Note that the \( \ell_2,1 \) norm as a structural penalty forces \( \mathbf{S} \) to be a row sparse matrix, which is equivalent to selecting a subset of basis tasks to represent the target model \( \mathbf{W} \). The column-orthogonal regularization term is employed to penalize the
sharing of basis tasks among unrelated tasks, similar to the work by Romera-Paredes et al. [33], where orthogonal regularization was used to reach the same goal. Such a hybrid form of structure regularization in our objective can help derive the hidden structure of the multiple learning tasks. The row-sparsity helps reveal the underlying low-rank grouping characteristics without empirically setting the dimensionality of the latent subspace. The column-orthogonality shrinks the correlation strength between unrelated tasks to be zero, while maintaining partial overlap between tasks across different groups.

Since \( \mathbf{M} \) is orthogonal and full rank, we can easily derive the representation matrix as \( \mathbf{S} = \mathbf{M}^{-1} \mathbf{W} = \mathbf{M}^{\top} \mathbf{W} \), and \( \mathbf{S}^{\top} \mathbf{S} = \mathbf{W}^{\top} \mathbf{W} \). Substituting them into Eq. (A.1), we have

\[
\min_{\mathbf{W}, \mathbf{M}} \sum_{i=1}^{L} \mathcal{L}(f(\mathbf{X}^{\top} \mathbf{W}_i), y_i) + \alpha \| \mathbf{M}^{\top} \mathbf{W} \|_{2,1} + \beta \| \mathbf{W} \|_{F}^2.
\]

subject to: \( \mathbf{M}^{\top} \mathbf{M} = I_{d \times d} \).

(3)

The above objective explicitly derives the target model \( \mathbf{W} \) and the latent subspace \( \mathbf{M} \) simultaneously, though implicitly imposing the representation matrix with certain structure characteristics. Note that if we set \( \beta = 0 \), the above objective reduces to a special case which only ensures task grouping in the subspace spanned by the latent basis tasks, which is equivalent to the subspace learning based MTL by [8]. However, the column-orthogonality term is critical to avoid negative transfer.

4. Optimization and analysis

Since the minimization problem in Eq. (3) is over two variables \( \mathbf{W} \) and \( \mathbf{M} \), a standard strategy is to employ alternative optimization scheme to derive the optimal solution [12,24]. In this section, we first show that the objective of the proposed FMTL can be reformulated as a minimization problem over a single variable \( \mathbf{W} \) through implicitly applying a similar alternating minimization strategy. Then, we propose to use an accelerated gradient method to efficiently tackle the optimization problem.

We consider the optimization over the latent subspace \( \mathbf{M} \) with a fixed model \( \mathbf{W} \). Then the minimization problem in Eq. (3) can be rewritten as:

\[
\min_{\mathbf{M}} \| \mathbf{M}^{\top} \mathbf{W} \|_{2,1},
\]

subject to: \( \mathbf{M}^{\top} \mathbf{M} = I_{d \times d} \).

(4)

Motivated by Argyriou et al. [8], the above optimization can be addressed using the following theorem:

**Theorem 1.** The trace norm is the minimal \( \| \cdot \|_{2,1} \) norm over all possible orthonormal bases. For any matrix \( \mathbf{X} \in \mathbb{R}^{m \times n} \),

\[
\| \mathbf{X} \|_F = \min_{\mathbf{U}} \| \mathbf{U} \|_{2,1},
\]

(5)

where \( \mathbf{U} \) is chosen as an eigenbasis of matrix \( \mathbf{X}^{\top} \mathbf{X} \) and it satisfies \( \mathbf{U}^{\top} \mathbf{U} = I_{m \times m} \).

Based on the above theorem, the optimal solution of \( \mathbf{M} \) in Eq. (4) is an eigenbasis of the matrix \( \mathbf{WW}^{\top} \) and the minimal value of the cost function is \( \| \mathbf{W} \|_{2,1} \). Substituting \( \| \mathbf{M}^{\top} \mathbf{W} \|_{2,1} \) in Eq. (3) by its optimal value \( \| \mathbf{W} \|_{2,1} \), we transform the constrained bivariate minimization problem into an unconstrained univariate minimization problem as:

\[
\min_{\mathbf{W}} \sum_{i=1}^{L} \mathcal{L}(f(\mathbf{X}^{\top} \mathbf{W}_i), y_i) + \alpha \| \mathbf{W} \|_F + \beta \| \mathbf{W} \|_{F}^2.
\]

(6)

Next we introduce an efficient accelerated proximal gradient method to derive the optimal \( \mathbf{W} \) iteratively. Note that solving the above minimization problem with respect to \( \mathbf{W} \) is equivalent to using the alternating scheme to solve the original objective in Eq. (3), except that we do not need to explicitly compute the intermediate value of \( \mathbf{M} \) during the iteration procedure.

Since the above cost function is convex and nonsmooth due to the trace norm, we separate the cost function into a smooth term \( g(\mathbf{W}) \) and a nonsmooth term \( h(\mathbf{W}) \):

\[
g(\mathbf{W}) = \sum_{i=1}^{L} \mathcal{L}(f(\mathbf{X}^{\top} \mathbf{W}_i), y_i) + \beta \| \mathbf{W} \|_{F}^2.
\]

\[
h(\mathbf{W}) = \alpha \| \mathbf{W} \|_F.
\]

and the optimal solution is to minimize the following cost:

\[
\mathbf{W}^* = \arg \min_{\mathbf{W}} (g(\mathbf{W}) + h(\mathbf{W})).
\]

(7)

Then solving Eq. (7) using the proximal gradient method is written as:

\[
\mathbf{W}^{k+1} = \text{Prox}_{\lambda g} (\mathbf{W}^k - \lambda^k \nabla g(\mathbf{W})),
\]

(8)

where \( \lambda^k \) is the step length, which can be computed by line search. The proximal operator \( \text{Prox}_{\lambda g} (\cdot) \) on the function \( g(\cdot) \) with the parameter \( \lambda \) is defined as:

\[
\text{Prox}_{\lambda g}(C) = \min_{\mathbf{W}} \left( g(\mathbf{W}) + \frac{1}{2\lambda^k} \| \mathbf{W} - \mathbf{C} \|_F^2 \right).
\]

(9)

where the matrix variable \( \mathbf{C} \) has the same size as \( \mathbf{W} \). In particular, the proximal operator on the trace norm function can be solved through performing soft-thresholding on the singular values of the matrix \( \mathbf{C} \). This is summarized in the following theorem [35]:

**Theorem 2.** Let \( \mathbf{C} \in \mathbb{R}^{d \times d} \) and the singular value decomposition of \( \mathbf{C} \) is represented as \( \mathbf{C} = \mathbf{U} \Sigma \mathbf{V}^{\top} \), where \( \mathbf{U} \in \mathbb{R}^{d \times r} \) and \( \mathbf{V} \in \mathbb{R}^{d \times r} \) have orthonormal columns, \( \Sigma \in \mathbb{R}^{r \times r} \) is diagonal, \( r = \text{rank}(\mathbf{C}) \). Then

\[
\text{Prox}_{\lambda g}(\mathbf{C}) = \mathbf{U} \Sigma_{\lambda} \mathbf{V}^{\top},
\]

(10)

where \( \Sigma_{\lambda} \) is diagonal with \( (\Sigma_{\lambda})_{ii} = \max(0, \Sigma_{ii} - \lambda) \).

The proximal gradient descent method in Eq. (8) clearly suggests an iterative procedure to derive the optimal target model \( \mathbf{W} \), and each single update process can be efficiently done using Theorem 2. Algorithm 1 summarizes the proposed FMTL using the proximal gradient method with extrapolation to ensure a quadratic rate of convergence, which is also called accelerated proximal gradient method [36]. As the objective function in Eq. (6) is convex, the final algorithm is formulated as a single loop to obtain the global convergence.

**Algorithm 1.** Flexible Multi-Task Learning (FMTL) with Latent Task Grouping.

**Require:** \( \mathbf{X}_i \): data matrix of the \( i \)-th task;

\( \mathbf{y}_i \): response of the \( i \)-th task.

1: Set both the initial target matrix \( \mathbf{W}^{0} \) and auxiliary matrix \( \mathbf{C}^{1} \) to zero matrices.

2: while not converged do

3: Evaluate the gradient descent: \( \mathbf{C}^{0} = \mathbf{C}^{0} - \lambda \nabla f(\mathbf{C}^{0}) \);

4: Determine the step length \( \lambda \) by line search;

5: Decompose the matrix \( \mathbf{C}^{0} \) using SVD: \( \mathbf{C}^{0} = \mathbf{U}^0 \Sigma^0 \mathbf{V}^0^{\top} \);

6: Compute the target matrix \( \mathbf{W} \) by soft-thresholding the singular values: \( \mathbf{W}^k = \mathbf{U}^k \Sigma^k_\lambda \mathbf{V}^k^{\top} \);

7: \( \mathbf{C}^{0} = \mathbf{W}^k + \frac{1}{2\lambda} (\mathbf{W}^k - \mathbf{C}^{0}) \);

8: Update the iteration counter: \( k = k + 1 \).

9: end while

1 Without loss of generality, we assume the empirical loss function is smooth.
5. Performance bound

In this section we provide performance bounds of our method. The squared loss is used in this analysis.

We use \( \mathcal{I}(S) \) and \( \mathcal{I}^c(S) \) to represent the sets of indices for the nonzero and zero rows of matrix \( S \), respectively, which are defined as
\[
\mathcal{I}(S) = \{ i : \| S_{i,:} \|_1 \neq 0 \},
\]
\[
\mathcal{I}^c(S) = \{ i : \| S_{i,:} \|_1 = 0 \}.
\]

Then, we make the following valid assumption about the training data and the target model:

**Assumption 1.** For a matrix \( \Gamma \in \mathbb{R}^{d \times d} \), let \( s \leq d \). We assume that there exist nonnegative constants \( \kappa_1(S) \) and \( \kappa_2(S) \) such that
\[
\kappa_1(S) = \min_{\Gamma \in \mathbb{R}^{d \times d}} \frac{\| X^T \text{vec}(\Gamma) \|}{\sqrt{d} \| \Gamma \|_F},
\]
\[
\kappa_2(S) = \min_{\Gamma \in \mathbb{R}^{d \times d}} \frac{\| X^T \text{vec}(\Gamma) \|}{\sqrt{d} \| \Gamma^T \Gamma \|_F}.
\]

Here we define a vectorization operator \( \text{vec}(\cdot) \) over an arbitrary matrix \( Z \) as \( \text{vec}(Z) = [z_1^T, \ldots, z_l^T]^T \), where \( z_l \) is the \( l \)-th column vector of \( Z \). The restricted set \( \mathcal{R}(S) \) is defined as:
\[
\mathcal{R}(S) = \{ \Gamma \in \mathbb{R}^{d \times d} : \Gamma \neq 0, \| \Gamma \|_2 \leq 1, \| \Gamma_{\mathcal{I}(S)} \|_2 \leq \alpha \| \Gamma \|_2 \},
\]
where \( |\mathcal{I}(S)| \) is the cardinality of the set \( \mathcal{I}(S) \), i.e., the number of nonzero columns in \( S \). The submatrix \( \Gamma_{\mathcal{I}(S)} \) is obtained by selecting a subset of rows from \( \Gamma \) with the row indices as \( \mathcal{I}(S) \).

Note that the above assumption about \( \kappa_1(S) \) is a generalized version of the so-called restricted eigenvalue assumption \cite{59}, which ensures that the ratio between the empirical loss over training data and the row-sparsity penalty is lower bounded. Similar assumptions of the restricted eigenvalue have been used in previous works for analyzing the performance of other MTL models \cite{26,18,29}. In addition, we impose the assumption of \( \kappa_2(S) \), which associates with the training data matrix and the column-orthogonality structure of the representation matrix.

Based on the above assumptions, the following theorem gives performance bounds to measure how well FMTL can approximate the true \( S \) matrix defined in Eq. (A1).

**Theorem 3.** Let \( \hat{S} \) be the optimal solution of Eq. (A1) for \( L \geq 2 \) and \( n, d \geq 1 \), and \( S^* \) be the oracle solution, \( \gamma = \| S^* \|_F \). The regularization parameters \( \alpha \) is chosen as
\[
\alpha \geq \frac{2\sigma}{nL} \sqrt{dL} + b,
\]
where \( b \) is a positive scalar. Denote that \( \eta = \frac{\sqrt{C_0}}{nL} \) and \( \xi = \left( 1 - \beta \left( \frac{\sqrt{C_0} + \sqrt{C_1}}{\sqrt{C_1}} \right) \right)^{-1} \), then under Assumption 2, the following results hold with a probability of at least \( 1 - \exp \left(-\frac{1}{2}(b - d \log (1 + \xi))\right) \)
\[
\frac{1}{nL} \| X^T \text{vec}(MS) - \text{vec}(Y) \|_2^2 \leq \alpha^2 \eta^2 \xi^2,
\]
\[
\| S - S^* \|_{2,1} \leq \alpha (\alpha_1 + 1) \eta^2 \xi^2,
\]
\[
\| (S - \hat{S})^T S^* \|_F \leq \alpha \left( \frac{1}{\kappa_2(S)} + \frac{2\gamma}{\kappa_1} \right) \eta \xi.
\]

The above theorem presents an important theoretical guarantee of the performance of our FMTL. In particular, the first inequality measures the bound of the empirical loss. The second and third inequalities bound the representation matrix \( S \) in terms of \( \xi_2 \), norm and Frobenius norm, respectively. Variables \( \eta \) and \( \xi \) are the effects induced by the row sparse penalty and the column-orthogonality penalty, respectively. Note that comparing with the bound as an addition form in \cite{31}, our performance bound is represented as a product form of \( \eta \) and \( \xi \). In other words, if the data fits the model well, it may lead to small \( \eta \) and \( \xi \) and our bounds tend to be fairly tight.

\[\quad\]

---

Note that the computational complexity of SVD (line 4 in Algorithm 1) is \( O(d^2 L + L^3) \). APG requires \( O(\sqrt{1/e}) \) iterations to achieve \( e \) error of the optimal value. Therefore, the total computational complexity of the proposed FMTL method is \( O(\sqrt{(d^2 L + L^3)}/e) \).

---
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6. Experiments

In this section, we conduct extensive experiments on both regression and classification problems to demonstrate the effectiveness of the FMTL method. For the regression problem, we employ the logistic loss in the cost function and measure the error using normalized mean squared error (nMSE) and averaged mean squared error (aMSE), which have been frequently used in the literature \[30,39-41\]. For the classification problem, we use the squared loss in the cost function and evaluate the prediction performance by the area under the ROC curve (AUC). We adopt one synthetic dataset and the prediction performance by the area under the ROC curve problem, we use the squared loss in the cost function and evaluate regression and classification tasks. In addition, we also include multi-task feature learning (MTFL) \[8\], disjoint-group MTL (DG-MTL) \[11\], the GO-MTL \[12\] and sparse-coding MTL (SC-MTL) \[34\]. These methods can be generalized to both the classification and the regression tasks. In addition, we also include several decomposition-based methods for the regression problem: dirty model for MTL (DMLT) \[29\], robust MTL (RMTL) \[30\], and robust multi-task feature learning (rMTFL) \[31\]. Note that in the comparative study we mainly compare with those methods that can identify general task structures, e.g., grouping, overlap and outliers. We discuss experimental results in the following.

6.1. Synthetic data

We first use synthetic data for performance evaluation and comparison, which is generated using the follows steps: (1) generate a random orthonormal matrix to form the latent subspace \( \mathbf{M} \); (2) for each task group, randomly select a set of active features to form the latent representation matrix \( \mathbf{S} \); (3) compute the target model using the factorization equation as \( \mathbf{W} = \mathbf{MS} \); (4) for each task, the feature set \( \mathbf{X}_t \) is obtained from Gaussian distribution, and the response \( \mathbf{y}_t \) is computed by \( \mathbf{y}_t = \mathbf{X}_t \mathbf{W}_t + \epsilon_t \), where \( \epsilon_t \) indicates the Gaussian noise with a certain SNR level.

The data is partitioned by a training set (50%), a validation set (20%) and a test set (30%). Fig. 1 shows the regression performance measured by nMSE and aMSE, where we can see that our FMTL method outperforms all the competing methods with significant margins. With increasing SNR, all the methods tend to offer more accurate results, and the performance gain from FMTL is consistent under all the SNR levels.

Fig. 2. Comparison of three latent subspace-based MTL methods on synthetic data with different number of latent tasks. (a) nMSE. (b) aMSE.

Next we discuss results on real data. We conduct regression experiments using the SARCOS data, which was generated from an inverse dynamics prediction system that contains seven degrees-of-freedom anthropomorphic robot arm. This dataset has...
a total of 48,933 observations corresponding to 7 joint torques. Each observation is represented by a 21-dimensional feature, including 7 joint positions, 7 joint velocities and 7 joint accelerations. Following the settings of Chen et al. [30], we randomly select 50, 100 and 150 observations to form 3 training sets, and use 200 and 5000 observations as validation and test sets.

The regression performance measured by nMSE and aMSE is summarized in Table 1. Our proposed FMTL achieves the best performance across all the compared methods with lower error rates and smaller variances. Especially, FMTL significantly outperforms the other two recent latent subspace-based methods, SC-MTL [34] and GO-MTL [12]. The relative performance gain is as high as 15% in some cases. The MTFL method, which can be considered as a special case of our method with the column-orthogonality term removed ($\beta = 0$), produces the second best results. In the case of using a small set of training samples (e.g., 50), our method has much lower error rates than MTFL.

We further adopt four image datasets to evaluate the classification performance. The first dataset is the Olivetti Faces, which contains 40 classes and each class has 10 samples. We use PCA to reduce the feature dimension to 123 to retain 95% of the variance. For each task, we pick 1, 2 and 3 samples for training separately, and use 2 samples for validation and the rest for testing. The other three datasets, Animal, MNIST and USPS, have been popularly used in previous MTL literature [11]. The Animal dataset contains 20 animal categories and the original feature is reduced to 202-dimension using PCA. Both the MNIST and the USPS datasets are handwritten digits with 10 classes. Following the conventions in using these datasets, we also apply PCA to reduce the feature dimensions to 64 and 87, respectively. We adopt exactly the same data splitting strategy as Kang et al. [11] to generate the training, validation and test sets. To evaluate the performance using various sizes of training data, we randomly select 100, 200 and 300 training samples from the training set respectively, and keep the validation and test sets unchanged.
The classification accuracies measured by AUC on these four datasets are shown in Table 2, where the proposed FMTL again achieves the best performance in most of the test cases. In particular, when given only one training data for each task on the face recognition problem, FMTL is significantly better than the other MTL approaches. This demonstrates that the FMTL method is very effective particularly when given sparse training samples since it can reveal the latent task structures to improve joint training. Even for the only two cases on which SC-MTL produces the highest accuracies, FMTL offers very close performance. These results clearly show that, besides in the regression tasks, the proposed FMTL also performs very strongly in classification problems.

We finally analyze parameter sensitivity for the proposed FMTL method, using the SARCOS dataset. Two key parameters of the proposed methods are \(\alpha\) and \(\beta\). The parameter \(\alpha\) controls the task grouping penalty, while \(\beta\) controls orthogonality of irrelevant tasks. We use 30% data samples for training and the rest for testing. By varying \(\alpha\) in \([0.1, 0.2, 0.5, 1, 2, 5, 10, 20, 50]\) and varying \(\beta\) in \([1e^{-4}, 5e^{-4}, 1e^{-3}, 5e^{-3}, 1e^{-2}, 5e^{-2}, 1e^{-1}, 5e^{-1}, 1]\), we show the performance measured by nMSE and aMSE in Fig. 4. It is clear to see that the performance of both nMSE and aMSE achieve best when \(\beta\) is close to \(5e^{-1}\) and \(\alpha\) is in \([0.1, 5]\).

### 7. Conclusion

We have proposed a flexible multi-task learning approach to identify the task grouping and overlap structures in a latent subspace. Different from most existing methods, we impose no assumptions on the structures of the basis tasks and derive the optimal latent subspace and the target models based on the structure fully learnt from the input data. Instead of constraining the latent subspace to be low rank, we impose a mixed structure penalties of row-sparsity and column-orthogonality on the representation of the target model. Such a hybrid structure regularization ensures that the target models are grouped into clusters through selecting a common set of basis tasks, and meanwhile avoids negative transfer by shrinking the correlations between less related tasks to be zero. Rigorous analysis of the performance bounds has been provided, and extensive experiments on both synthetic and real datasets have clearly validated the effectiveness of our approach. One useful future work is to extend the proposed approach to work on nonlinear problems, which are often seen in practical applications.
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Appendix A. Proof of Theorem 3

In this appendix, we present the proof of Theorem 3, which measures the performance bound of the following problem:

$$\min_{S, \delta} \sum_{l=1}^{L} \ell(f(X^l \cdot MS_l), y_l) + \alpha \|S\|_{2,1} + \beta \|S\|_2^2,$$

subject to $M^\top M = I_d$.d.

(1.1)

First, we provide two lemmas originally presented in [31]:

Lemma 1. For any matrix pair $S, \tilde{S}$, we have the following inequality:

$$\| \tilde{S} - S \|_{2,1} + \| S \|_{2,1} - \| \tilde{S} - S \|_{2,1,1} \leq 2 \| (S - \tilde{S}) \|_{FS} \| S \|_{2,1}.$$

(1.3)

Lemma 2. Let $\chi^2(d)$ be a $\chi^2$ random variable with $d$ degrees of freedom. Then, for all $a > 0$, we have

$$\Pr(\chi^2(d) \leq d + a) > 1 - \exp \left(-\frac{1}{2} \left(1 + \frac{d}{a}\right) \right).$$

(1.4)

Then we present another lemma:

Lemma 3. Let $\delta_i$ be i.i.d. random variables with $\delta_i \sim N(0, \sigma^2)$, matrix $X$ is row normalized $\sum_j x_{ij}^2 = 1$, and $\sum_j m_{ij}^2 = 1$. Then, we have

$$v = \frac{1}{\sigma^2} \sum_i \sum_j x_{ij}^2 \delta_i$$

is a standard normal random variable.

Proof. Since $\delta_i \sim N(0, \sigma^2)$, $v$ must be a normal random variable. Next, we show that the mean and variance of $v$ are 0 and 1, respectively. Therefore, using Lemma A.11 we have following inequality:

$$\Pr \left( \frac{1}{n L} \| Z \|_F \leq \alpha \right) \leq 1 - \exp \left(-\frac{1}{2} \left(1 + \frac{d}{a\sigma^2} \right) \right),$$

(1.6)

where $\alpha \geq \frac{\sigma}{\sqrt{dL}}$. Thus, with probability at least $1 - \exp \left(-\frac{1}{4} \left(1 + \frac{d}{a\sigma^2} \right) \right)$, we have

$$\frac{1}{n L} \| Z \|_F \leq \frac{\sigma}{\sqrt{dL}}.$$
parameter $\alpha$ is chosen as

$$\alpha \geq \frac{2\gamma}{\sqrt{pL}} \sqrt{DL} + b,$$

where $b$ is a positive scalar. Then under Assumption 2, the following results hold with a probability of at least $1 - \exp(-\beta b - \sqrt{DL \log(1 + \frac{b}{\beta})})$

$$\frac{1}{nL} X^\top \text{vec}(\mathbf{MS}) - \text{vec}(\mathbf{Y}) \leq \frac{\alpha^2}{K_2 s} \left(1 - \beta \left(\frac{1}{K_2 s} + \frac{2\gamma}{K_1}\right)^2\right)^{-1},$$

$$\|\mathbf{S} - \mathbf{S}^*\|_{2,1} \leq \frac{\alpha}{\sqrt{K_2 s}} \left(1 - \beta \left(\frac{1}{K_2 s} + \frac{2\gamma}{K_1}\right)^2\right)^{-1},$$

$$\|\mathbf{S}^\top \mathbf{S} - \mathbf{S}^* \mathbf{S}^\top\|_F \leq \frac{\alpha}{\sqrt{K_2 s}} \left(1 - \beta \left(\frac{1}{K_2 s} + \frac{2\gamma}{K_1}\right)^2\right)^{-1}.$$

**Proof.** Using the Theorem 4 and setting $\mathbf{S} = \mathbf{S}^*$, we have

$$\|X^\top \cdot \text{vec}(\mathbf{MS}) - \text{vec}(\mathbf{F})\| \leq \alpha \|\mathbf{S} - \mathbf{S}^*\|_{2,1} + \beta \|\mathbf{S}^\top \mathbf{S} - \mathbf{S}^* \mathbf{S}^\top\|_F.$$

Under Assumption 2, we have

$$\|\mathbf{S} - \mathbf{S}^*\|_{2,1} \leq \sqrt{\alpha} \sqrt{\|\mathbf{S} - \mathbf{S}^*\|_F},$$

and

$$\|\mathbf{S}^\top \mathbf{S} - \mathbf{S}^* \mathbf{S}^\top\|_F \leq \sqrt{\alpha} \sqrt{\sqrt{K_2 s} / \sqrt{nL} \left|X^\top \cdot \text{vec}(\mathbf{MS}) - \text{vec}(\mathbf{F})\right|},$$

and

$$\|X^\top \cdot \text{vec}(\mathbf{MS}) - \text{vec}(\mathbf{Y})\| \leq \frac{\alpha}{\sqrt{K_2 s} / \sqrt{nL} \sqrt{KL}} \left(1 - \beta \left(\frac{1}{K_2 s} + \frac{2\gamma}{K_1}\right)^2\right)^{-1}.$$

**Assumption 2 also gives**

$$\|\mathbf{G} \|_{2,1} \leq \mathbf{S}^\top - \mathbf{S}^*,$$

Setting $\mathbf{G} = \mathbf{S}^\top - \mathbf{S}^*$, we have

$$\|\mathbf{S} - \mathbf{S}^*\|_{2,1} \leq (\mathbf{S}^\top - \mathbf{S}^*)^\top \mathbf{S}^* \|_{2,1}.$$

Thus,

$$\|\mathbf{S} - \mathbf{S}^*\|_{2,1} \leq \frac{\alpha}{\sqrt{K_2 s}} \left(1 - \beta \left(\frac{1}{K_2 s} + \frac{2\gamma}{K_1}\right)^2\right)^{-1},$$

$$\|\mathbf{S}^\top \mathbf{S} - \mathbf{S}^* \mathbf{S}^\top\|_F \leq \frac{\alpha}{\sqrt{K_2 s}} \left(1 - \beta \left(\frac{1}{K_2 s} + \frac{2\gamma}{K_1}\right)^2\right)^{-1}.$$
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